
 
 

FRAUD DETECTION COMPLEX NEURAL NETWORK FOR FINANCIAL 

FRAUD DATA USING AWS SAGE MAKER CLOUD COMPUTING 

SOLUTIONS 

1 EXECUTIVE SUMMARY  
This report considers how Machine Learning can provide a solution for the issue of fraud such that 
affects COMPANY as a Share registrar and Pension service provider. 
 
In the first part of the report AWS Sage Maker is outlined as a potential cloud architecture for creating 
a fraud detection model, with the second part of the report showcasing a fraud detection deep 
learning artificial neural network artifact created using public simulated dataset of credit card 
transactions, which establishes the principles and approach needed to apply similar model for 
COMPANY specific problems and datasets. 
 
Data and privacy remain one of the key considerations and a plan for safe implementation within 
COMPANY is presented, whereby the PROD data could be used within COMPANY’s own infrastructure 
and system to first generate an anonymized or even fully synthetic / simulated dataset. Once such a 
data model is acquired, it is uploaded to a Cloud Architecture of choice, where a model is trained, 
tested, validated, and adjusted until it produces satisfactory results. Such a model is then moved on-
premises and can be used to tackle real-world scenarios using PROD data. 
 
Implementation of such a fraud detection system would need to be divided into several stages, based 
on typical business use cases and complexity of the ML solution required. 
First stage, which is showcased in the artifact using public dataset, would focus on transactions - as 
units for analysis - with the neural network looking at features of a transaction itself for patterns 
indicating fraud. Future stages / updates could see an Ensemble model (a model made up of many 
specialist models) take a holistic view of an account or entire dataset to spot Anomalies and/or 
patterns in the data and could be used to spot fraud type or fraudster gangs. 
 

The artifact is developed in Google Collab using TensorFlow, with a baseline model contrasted against 
progressively mode advanced experiments, allowing for objective comparison of model’s improving 
ability to predict and generalize. Focus is placed on data pre-processing, which is shown to have strong 
influence on the model’s ability to learn patterns. The results achieved indicate that COMPANY will 
best be served by generating its own dataset and supplementing it with simulated data, where each 
feature can be thought through and controlled, so that the model has best chance to find patterns. 

The volume of data is not at issue in such a scenario as Transfer Learning can be applied, where a small 
dataset can be used to fine-tune an established State of the Art model in the Fraud detection category 
to specialize it for COMPANY data. 
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5 GLOSSARY 
COMPANY – name of the company that is a Share Registrar and Pension Provider. 
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6 EVALUATION OF THE USE OF CLOUD COMPUTING FOR MACHINE LEARNING 

6.1 APPLICATION PROPOSAL 
As COMPANY moves into the AI era, a plethora of applications present themselves all of which would 
benefit from an early adoption by the COMPANY of the Cloud technologies such as are offered by e.g. 
Amazon’s AWS. This report will investigate the Deep Learning aspect of the AI/ML solutions and 
propose a Fraud Detection Algorithm and a specific data secure way to develop it using AWS 
SageMaker in line with the COMPANY AI Policy and AI handbook. 
 
The clear direction set by COMPANY’s CEO to become a global share registrar and the focus placed on 
fraud prevention makes a Fraud Detection Algorithm a must have for COMPANY. Deep Learning 
Artificial Neural Networks have been proven extremely accurate in finding patterns and establishing 
decision boundaries for such problems. The app would be able to predict or raise a ‘Red Flag’ against 
ongoing transactions indicating possibility of fraud, ideally allowing COMPANY to act before fraud is 
committed. App would be held on-premises and be connected to an appropriate endpoint from where 
it could monitor ongoing transactions within current COMPANY infrastructure.  
 
Please note that AI can help fight fraud in multiple ways (Lopez-Rojas & Axelsson, Money Laundering 
Detection using Synthetic Data, 2012) and with a focus on a specific part of the financial industry 
(Lopez-Rojas, Axelsson, & Gorton, RETSIM: A shoe store agent-based simulation for fraud detection, 
2013). While this approach focuses on transaction data, an alternate approach, for example, would be 
a voice transcription algorithm that listens in on the incoming calls to detect fraudulent phrases or 
voice patterns and escalate the conversation to an experienced staff member. 
 
COMPANY seems to approach the topic of AI with extreme caution, which is due to its responsibility 
as a share registrar and pension provider for the safety and privacy of its client data, which is why this 
report proposes to leverage Cloud Computing for Machine Learning only in so much as its necessary 
and only using synthetic / anonymised data (Lopez-Rojas E. , 2024).  
 

6.2 PLATFORM INVESTIGATION AND CRITICAL EVALUATION 
AWS SageMaker could be leveraged for model building (training and evaluation) using an already pre-
processed, anonymised and synthesized dataset, which would be prepared on-premises and sent to 
SageMaker environment over secure connections.  
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Figure 1 - COMPANY AI Model development process using AWS SageMaker (step by step) Source: (Kulpa, 2024) Link 

Figure above shows a step-by-step process for how such an app could be developed using AWS 
SageMaker with a focus on data security as described previously. 
AWS was chosen for this report, as it is already being implemented across COMPANY on some key 
PROJECTS, however same results can be achieved using competitors such as Google or Microsoft or 
even using on-premises hardware if significant ongoing investment was made in this area. Naturally, 
the difference is that AWS provides world-class ML capabilities on a per hour / on-demand basis, 
therefore significantly reducing costs of COMPANY’s AI implementation (Amazon Inc, 2024).  
 
As the previous figure shows AWS would be utilised especially for model building, training, and 
validation itself which are the aspects of Neural network design which require specialist hardware. If 
such a model was to be trained on a local device, such as a Dev laptop, model’s training time could be 
days if not weeks (in a simple experiment using a relatively small dataset, the CPU training time per 
epoch was around 1:30 min, while a GPU training took 3 sec per epoch using a medium range, free 
access Google Collaboratory graphics card – Tesla T4). Since models inevitably grow in complexity as 
the business use case develops it would be best to setup a scalable infrastructure from on-set and 
prepare for the growth (Amazon Inc, 2024). 
 
First COMPANY database structure for Share dealing and Pensions transactions must be analysed to 
establish the relevant features for the model to use, then PROD data extract with said features and a 
label identifying known fraud transactions could be performed. Data is then anonymized by removing 
any person specific details. Keep in mind that names, addresses and other confidential information 
are NOT VIABLE features for a model, so are not even part of the PROD dataset. Dataset could then 
be further synthesized by replicating it using a separate algorithm which replaces specifics of a given 
transaction with randomised / changed details while preserving the data structure and relationship 
between features. An example of such an approach is an external service provided by PaySim (Change, 
2024), which learns the data model used by any payments related business to then generate fake 
transactions in keeping with the structure of the original dataset. Even if original transaction data were 
used, it would be turned into tensors which provides another degree of separation of the train/test 
dataset from the PROD data. An example of this is where the value of the transaction is turned into a 

https://miro.com/app/board/uXjVNi7PVuE=/?share_link_id=183189882262
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categorical variable of small, medium, large, exceptionally large, etc., depending on if the value e.g. 
falls between £0 - £1000.  
 
It is unlikely that the fraud event is related to the specific amount being stolen, hence the actual 
amount might not be a valid feature. However, the comparative value of the transaction, e.g. as 
compared to average transactions for this account, could be used as part of feature engineering to 
bolster model’s predictive capabilities. 
 
Such a pre-processed dataset would then be moved over to AWS SageMaker for model generation. 
An artifact of such a model is created in part two of this report. Creation of the model would rely on 
AWS SageMaker’s Jupyter Notebooks which allow for easy access to ML and visualization tools and 
the model can be coded in Python using TensorFlow or PyTorch with a variety of pre-built models 
available for Transfer Learning approach.  
The fraud problem at hand requires a classification model, which can generate a non-linear decision 
boundary. The XGBoost model is a good example of AWS SageMaker’s pre-built model offering that is 
specifically optimized for classification tasks and can handle imbalanced datasets which is a common 
feature of fraud detection scenarios (Amazon Inc, 2024). 
As previously mentioned, the key feature of AWS SageMaker is its ability to quickly train the model 
using its infrastructure specifically designed for this task. Additionally, AWS offers Hyperparameter 
tuning, where these are automatically adjusted to optimize model’s performance. 
 
While this report suggests exporting the trained model from AWS to on-premises in line with data and 
ML policy at EQ, it is worth mentioning that AWS also offers Deployment and monitoring capabilities, 
which would allow for greater efficiency of the pipeline as the model develops and need retraining or 
updating.  
It is worth mentioning that in an ideal scenario, should AWS be trusted with our data at some future 
point, development of such AI apps as this one can be done with relative ease even by those less 
experienced in AI/ML thanks to built-in Autopilot tools which guide the user through the development 
process. 
 

 
Figure 2 - Example of AWS SageMaker Architecture utilising many AWS and SageMaker services. Source: (Nandwani, Oyibo, 
& Shelton, 2022) link 

 

https://aws.amazon.com/blogs/architecture/how-experian-uses-amazon-sagemaker-to-deliver-affordability-verification/
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7 PRODUCTION OF AN ARTIFACT THAT DEMONSTRATES DEEP LEARNING 

7.1 PREAMBLE 
This artifact will train and validate a neural network against two datasets that have previously been 
used to showcase Complex neural network’s ability to find patterns in financial datasets. Artifact is 
developed in Google Collab using TensorFlow and in later stages shall be transferred over to AWS 
SageMaker should it be able to help tackle the problem of fraud. 

7.2 DATA DESCRIPTION 
The first step in developing an ML model is to find the correct data. COMPANY data is not used in this 
report, but two public datasets have been used that contain financial transactions and identified 
(labelled) fraud occurrences within.  

7.2.1 Dataset 1: Credit Card Transactions Fraud Detection Dataset 
This is a dataset generated by the Sparkov Data Generation tool (Shenoy, 2024). This dataset required 
pre-processing as it contains raw (simulated) customer data, which serves to exemplify how 
COMPANY will have to approach its data pre-processing. The simulator allows user to select ‘profile’ 
for data generation and this dataset contains a complex mix of transactions across all profiles to 
generate a more realistic representation. 

 
Figure 3 - Dataset 1 (requires pre-processing) 

The synthetic approach to dataset creation introduces the possibility of bias in the data if the 
simulated data’s setup be influenced by preconceptions about fraud. This suggests that only a 
representative or real sample of fraud data will ensure objectivity of our data. 
  
The most important aspect of the data, however, is the features that are deemed to hold the pattern 
that the neural network is expected to find and learn. Identifiers within the dataset (“cc_num” and 
“trans_num”) will need to be removed, and impact of geospatial data needs to be considered, e.g. 
latitude and longitude can be processed directly, but additional transformation might be required to 
represent cluster locations or meaningful groups of data. 
 
While we can establish patterns for victims of fraud using customer’s age, gender, or job, we need to 
consider that the fraudster account will contain made up information and might introduce bad data 
into our network. Ideally features might need to be stripped to only those that cannot be invalidated 
by the fraudster actions easily. It might be worth looking at transactions for a given account rather 
than in aggregate and in the context of said account consider the time between this and previous 
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transaction, distance of this transaction to the mean or median for the account. Without such 
consideration asking a neural network to learn a pattern based on someone’s age, gender, city, job, 
or date of birth is like asking it to do palm reading and does not seem to provide a scientific basis for 
pattern discovery. 

7.2.2 Dataset 2: Synthetic Financial Dataset for Fraud Detection 
This is a dataset generated by the PaySim mobile money simulator (Lopez-Rojas E. , 2024). Data pre-
processing has been managed by the author and the downloadable dataset is already in a normalized 
state. It contains thirty columns of values between 0 – 1.0 and the feature names are not identifiable, 
aside from the fraud label (Class). This dataset approximates the state of the COMPANY’s PROD 
dataset when imported into AWS. 
 
This dataset’s fraud instances are where fraudulent agent aims to profit by taking control of accounts, 
then transferring all funds to another account and finally withdrawing cash. System also flagged 
transactions as fraud whenever big transfers between accounts were attempted (over 200 000 in a 
single transaction). Transactions identified as fraud were subsequently cancelled, therefore several 
features (OldbalanceOrg, newbalanceOrig, oldBalanceDest and newbalanceDest) had to be removed 
during pre-processing stage to prevent the model from learning how to discover fraud by looking at 
which transactions were cancelled and highlighting those. 

 
Figure 4 - Dataset 2 (already pre-processed by original author / third-party) 

7.3 MACHINE LEARNING PIPELINE 
To preprocess dataset 1, we first drop columns which cannot serve as features in fraud detection 
("cc_num", "trans_num"), those where word embedding is usually required (e.g. "job"), but is not part 
of our model design, or which introduce high dimensionality ("street", "city", "zip").  
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Figure 5 - Dataset 1 pre-processing code. 

 
Then the continuous and categorical features are split, the continuous values are scaled (normalized) 
into range of 0-1, while the categorical features are one-hot encoded. Age is derived from Date of 
Birth and DateTime is transformed to make e.g. ‘day of the week’ or ‘hour’ a feature to be looked at 
by the neural network.   

 
Figure 6 - Dataset 1 pre-processing code continued 
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These are then turned into a tensor and saved as X_train, y_train, X_test and y_test (Dataset 1 came 
already split into train and test with a 75/25 ratio). 
 
Data then needs to be resampled due to the heavily unbalanced nature of fraud datasets. The 
RandomUnderSampler from the Imblearn.under_sampling library is used to achieve a 2:1 ratio of non-
fraud to fraud transactions. It takes snippets from the non-fraud transactions until a preset ratio is 
achieved, as shown below.  

 
Figure 7 - How Under Sampling works. 

 
Figure 8 - Under sampling Code. 

Visualizations of data are mostly handled by matplotlib.pyplot and seaborn libraries, with some 
functions saved within an external helper_functions.py file for reproducibility and clarity. 
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Figure 9 - Visualization of dataset before and after Under sampling. 

A base-model is created to benchmark future optimisations against, using TensorFlow Sequential API 
with a basic twenty-four neuron input layer utilising “relu” activation and a single neuron output layer 
with “sigmoid” activation. Binary cross entropy has been used for this classification task and a jack-of-
all-trades optimizer Adam was applied. A tensorboard callback will generate data for further analysis, 
however two visualizations are generated for each model featuring loss and accuracy curves and a 
confusion matrix. 
 

 
Figure 10 - base model architecture and training / fitting process. 
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7.4 EXPERIMENTATION FOR LEARNING OPTIMISATION  

7.4.1 Base Model under sampled 
The optimization was divided into two pillars. model_0 is the base model utilizing Dataset 1 which 
underwent pre-processing, which itself could have introduced errors. Therefore model_1 was created 
which had the same structure as model_0 but was fitted against dataset 2, which was pre-processed 
by the dataset’s author already (and so assumed to work for ML). 
 
Furthermore, each base model features sub-models (a, b, c) each attempting to improve the scores 
by introducing a single modification. 
 
First observation for both base models is that the validation accuracy curve, although moving in the 
right direction, suffers from volatile changes. This could indicate that the neural network is struggling 
to learn the pattern within the data, that the pattern is conflicting or that the data requires reshuffling. 
 

 
Figure 11 - Base Model's Loss and Accuracy  

Layers: input twenty-four neurons RELU, no hidden layer, output 1 neuron Sigmoid 

loss = BinaryCrossentropy, Optimizer = Adam  
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Figure 12 - Confusion Matrix for base models. 

Layers: input twenty-four neurons RELU, no hidden layer, output 1 neuron Sigmoid 

loss = BinaryCrossentropy, Optimizer = Adam  

7.4.2 Base Model Full dataset 
While it is recommended to under sample fraud datasets to make the classes more balanced, it only 
makes sense to expect the model to then be able to generalize across the entire dataset. The below 
figures show a confusion matrix for the full datasets (generating loss curves would involve fitting the 
model against the full dataset which would obscure the patterns learned, if any). 
 
 

 
Figure 5 - Confusion Matrix for Base Models using FULL dataset (not under sampled) 

 
The confusion matrix shows that the model_0 for which we controlled the pre-processing process 
does generalize for the entire dataset, while model_1 where pre-processing has been performed by a 
third party (author of the simulated dataset) looses on accuracy considerably, generating multiple 
false negatives (fraud instances that were predicted as not being fraud). 
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7.4.3 Adding a Hidden layer 
Addition of a hidden layer containing twenty-four neurons (“relu” activation) did improve the accuracy 
of the model_0, but has cause significant overfitting for model_1 which was not able to predict when 
working with even the under sampled test dataset: 
 

 
Figure 13 - model_0_b - architecture and fitting / training shown. 
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Figure 14 - Accuracy and Loss for a Complex neural Network with 1 Hidden layer of twenty-four neurons ("relu") 

 
Figure 15 - Confusion Matrix when Hidden Layer of 24 Neurons added ("relu") 
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7.4.4 Additional Epochs 
Model_0 seems to be the one able to satisfy accuracy conditions for a successful ML model to predict 
fraud with ability to generalize to a wider unseen dataset. However, its learning curves have not yet 
plateaued after only 10 epochs, therefore additional training time might still improve the results. 
 

 
Figure 16 - model_0_c architecture and fitting / training process shown. 
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Figure 17 - model_0 (where pre-processing was controlled by us) with Hidden layer of twenty-four neurons ("relu") and given 
30 epochs to train. 

As can be seen from the figure above, where results of 30 epoch training of our complex neural 
network are shown, the network is able to predict with 95% success rate against an unseen data, 
which is a result that should confidently satisfy a business requirement for a fraud detection ML 
solution. 

7.5 EXPERIMENTATION FOR PERFORMANCE 
Total training time for the most complex model in this artifact – model_0_c – is a still relatively modest 
82.20 seconds for 30 epochs (2-3s per epoch) and considering the size of the dataset GPU processing 
is not expected to have a significant impact on the training time. In fact, when connected to a T4 GPU 
on Google Collab the training time for the same model was 155.30 seconds (4-5 seconds per epoch) 
which is twice as long. This is due to the benefits of GPUs and TPUs being most visible for the ML tasks 
that require significantly more calculation.  
 
The fraud problem that is being tackled is based around a dataset that is a simple data frame, albeit 
with over a million rows, however voice and image processing are good examples where the number 
of calculations grows exponentially. 
 
A typical Convolutional Neural Network employed to process even simplest of images would have 
many more trainable parameters. For example, one processing a simple 224 by 224 pixel images based 
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on the efficientnetb0 CNN model has over four million parameters, as compared to our ‘complex’ 
neural network model_0_c that has only 2473 parameters. 
 

 
Figure 18 - comparison of a simple fraud detection neural network with a single hidden layer with efficientnetb0 model. 

7.6 BUSINESS FACTORS AND DEPLOYMENT APPROACH 
Although a successful fraud detection model was developed based on the simulated dataset 
generated against credit card fraud scenarios, it is not immediately transferable to serve COMPANY’s 
needs.  
 
Firstly, it does not represent COMPANY’s business model, which focuses on providing share and 
pension services. As such the nature of fraud experienced by our company will be different from that 
found in other parts of the industry. Most importantly, valid features will need to be identified, as we 
have seen that control of the dataset, its features and pre-processing it is subjected to vastly affect 
the results achieved and whether the model can generalize to a wider unseen dataset.  
 
Secondly a viable implementation strategy needs to be devised, which would answer the question of 
where, when, and how the model can act on data in our PROD systems. One option is for it to analyse 
new transactions live as they are happening and although this approach would provide greatest 
benefit and ability to proactively tackle fraud it would also face additional complexity in that some 
features of the transaction are only available after it has been finalized. 
 
Implementation of such a fraud detection model would introduce extra cost and liability for any false 
positives the model brings up, both in terms of staff time and resources that need to be dedicated to 
investigating such false positives, but also Service quality and cost due to potential inconvenience for 
customers should COMPANY decide to act based on a false positive flag from the model. However, it 
might be argued that the benefit from catching even a single fraudster trying to steal vast sums of 
money outweighs the necessary operational cost of implementing such a solution. 
 
Furthermore, applying such a model, whether live or after finalization of transactions would require 
us to fulfil certain legal conditions one of which is acknowledgement from our customers to be 
assessed by an AI system. Biggest challenge however lies in COMPANY being a data processor for our 
clients and to implement such a neural network we would need to negotiate access to client PROD 
data, even if it is only needed for initial anonymization. It could, however, be argued that such data 
analysis lies within EQs rights to inspect and improve our own services as provided to the client. 
 
The architecture using AWS SageMaker has already been outlined in part one of this report, however 
it is worth elaborating on the process once the model is exported from the cloud platform. The model 
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would at that point have been trained and validated on the anonymised dataset(s) and be saved in an 
exportable / importable format, such as HDF5.  
 
To avoid sending even the anonymized and normalized Production data across to the AWS SageMaker 
platform which would usually handle deployment through its APIs, COMPANY could setup its own API 
system on-premises, as the model doing the predictions does not require bespoke ML resources that 
AWS offers.  
 
Alternatively, COMPANY could embed the model’s prediction call directly in relevant application code. 
This would allow for a low latency solution that can serve as the last gatekeeper before a transaction 
is finalized. In POC implementation the model could serve as an additional check that fires up a red 
flag to a relevant human operator, who then investigates the alert. This way the application could 
operate unchanged, eliminating the risk of the model causing unforeseen delays or cancellations to 
transactions, which in the case of a live market especially could lead to financial repercussions down 
the road. 

8 PERSONAL REFLECTION ON THE LEARNING EXPERIENCE 
 
This Fraud Detection Neural Network report / proposal is a considerable step-up from the last 
proposal, which dealt with effectively a third-party solution implemented using either COMPANY’s 
own or cloud architectures. It is also, perfectly aligned with COMPANY’s AI policy which does seem to 
favour solutions developed in-house over those procured from third parties due to data privacy and 
security constraints. What I have learnt while exploring TensorFlow AWS SageMaker and potential 
applications of ML / AI within COMPANY will, I have no doubt, help resolve some of the more pressing 
needs of the company and modernize our processes. The next step for exploring the topic of fraud 
prevention using complex neural networks at COMPANY, or even any other ML applications developed 
in house, will be to setup an AWS SageMaker environment that can built upon the network developed 
in this artifact with a data specifically simulated to fit EQs share and pension transaction scenarios.  
 
What I have learnt about fraud, can be expanded with knowledge from the business about what kind 
of fraud occurrences we most want to track and predict and a wider collaboration within the business 
would enable for this proposed application to be fine-tuned to the existing problems within the 
company. 
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